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ﬁ Introduction

» The ability to cluster data (concepts, perceptions, etc.)
= essential feature of human intelligence.

> A cluster is a set of objects that are more similar to each
other than to objects from other clusters.

> Applications of clustering techniques in pattern recognition
and image processing.

» Some machine-learning techniques are based on the
notion of similarity (decision trees, case-based reasoning)

» Non-linear regression and black-box modelling can be
based on the partitioning data into clusters.
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ﬁ Section Outline

» Basic concepts in clustering
= data set
= partition matrix
= distance measures

» Clustering algorithms
= fuzzy c-means
= Gustafson—Kessel
» Application examples
= system identification and modelling
= diagnosis

14/04/2009
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* Examples of Clusters

Silvio Simani
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# Problem Formulation
> Gl

ven is a set of data in /7 and the (estimated)
number of clusters to look for (a difficult problem,
more on this later).

» Find the partitioning of the data into subsets
(clusters), such that samples within a subset are
more similar to each other than to samples from
other subsets.

» Similarity is mathematically formulated by using a
distance measure (i.e., a dissimilarity function).

» Usually, each cluster will have a prototype and the
distance is measured from this prototype.
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* Distance Measure
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i Distance Measures

» Euclidean norm:
= 02(z;, v;) = (z; = )T (z; — V)
» Inner-product norm:

0 dZAi(Zj’ Vi) — (ZJ T Vi)TAi(Zj o Vi)

»Many other possibilities. . . .

14/04/2009
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i Optimisation Approach

» Objective function (least-squares criterion):
c N

JZ: VU A) =Y > pldy (2, v))
i=1 j=1
» subject to constraints:
0<pi; <1, i=1,...,c, j=1,...,N membership degree
N
O<Z“”5J< I, 2=1,...,c no cluster empty
j=1
C
Z;L?;J =1, j=1,...,N total membership
1=1
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ﬁ Fuzzy Algorithm

Repeat:
N m
—1 M-
1. Compute cluster prototypes v = 21 N} ik h
(means):
A o o\ R
2. Calculate distances: dij. = (2, — V)" (2}, — V;)

3. Update partition matrix: | /i = S (dyg /11.“1/(,”,1)
J=1\"k R

until |[|AU[| <e

(i=1, -, c k=1, N)
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e )@ R RRR-(Black-Box) s«
ﬁ Modelling

Prior knowledge
¢ Output data
/

y r };
WWW L™ _’O“WW\M/\%
r ‘ "

(

Input data

» Linear model (for linear systems only, limited in use)
» Neural network (black box, unreliable extrapolation)
» Rule-based model (more transparent, ‘grey-box’)
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* Fuzzy Clustering
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e o MENRCEIOPOT Rules by Silvio Simans
* Fuzzy Clustering

y Cluster 4

Takagi-Sugeno model

Rule-based description:

If xis A, theny =a,x+ b,
If xisA,theny=ax+Db,

etc...

48
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|Example: Non-linear
Ive System (NARX)

v(k+1)= f(x(k)) + k)

)
20 —2, 0O <uw

flx)=19 =22, —05<x <05

\2x+2? r < —0.D
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e SEFUIOEUTrE-Selection andesm
Data Preparation

1. Choose model order p

v(k+1)= flek), ok =1),...,a(k —p+1))

x(k)

2. Form pattern matrix Z to be clustered

v(1) v(2) x(p) v(p+1)
T _ r(2) t(3) v(p+1) x(p+2)
t(N—p) o(N—p+1) ... t(N—1) t(N)
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lustering Results
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* Rules Obtained

1) If x(k) is Positive  then x(k+ 1) = 2.0244x(k) — 2.0289
2) If x(k)is About zero then x(k+ 1) = —1.8852z(k) + 0.0005

3) If w(k)is Negative then x(k+ 1) = 1.9050x(k) + 1.9399

,
20 —2, 0O <uw

original function:  f(z)=q —2z, —0.5<x<0.5

\2:1:+2, v < —0.5
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e GlRNEITICREION OF Pressure--
Dynamics

X

Outlet valve 1,

TN

Controlled V
Pressure

Water

¥ [/Inlet air flow
Mass-flow

— U,

controller
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Input DATA Output

Valve
Pressure

Rules FUZZY MODEL  Membership f.

1) If Valve i.S Open and Open Half closed Closed
Pressure 1s Low then ....

2) If Valve is Closed and
Pressure is High then ....

3) ... °% 50 100

PREDICTIVE CONTROLLER

F 3

u Y

" Optimizer Fermenter "
el o
' Fuzzy model .

1 Fuzzy model m

et

(copy)

Pressure

Feedback
filter

Valve
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!'_ Application Examples

Neural Networks for
Non-linear Identification, Prediction and Control
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Nonlinear Dynamic System

= Take a static o " o
NN (k-2) E \\\'//// E .

= From static to o@ﬁég'
dynamic NN L ORNE T

s NSRS coox )

s "Quasi-static” s %‘2:2{2\ 1 O
NN y(k-2) E ﬁ%%i{‘\\ >

[ Add inPUtS, y(k=-3) .“{\# /
outputs and fere :
delayed signals e e R s £

17(k) = Fu(k —1),u(k —2),u(k -3), §(k -1). (k - 2), §(k -3))|
Example of Quasi-static NN
with 3 delayed inputs and outputs,
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i Nonlinear System ldentification

= f(.), unknown target
Q function
= Nonlinear dynamic
E 1 : 1) model
' = Approximated via a
\ quasi-static NN
= Nonlinear dynamic
- | system identification
® : » Recall “/inear system
: identification”
Figure 2.1 Input-output model

14/04/2009 126/148
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Nonlinear System ldentification

u(k)
Eg__ u(k)
‘; cr
# = 2l yplitD)
? f)
D Y ®
2t L
z ]_J -
e e e(k+1)
- [l | ] B
Figure 2.1 Input-output model
Z'll_
u() neural
E'Iﬂ——' net
; Ynet®&*tD
=]

Target function:  y (k+1)=1(.)
|dentified function: yy\gp(k+1)=F(.)

Estimation error:  e(kt1)
14/04/2009 127/148




“{lontinearSystem Neural Controt

d:

Y.
u.

u

*
u
C.

reference/desired response
system output/desired output
system input/controller output
desired controller input

: NN output

controller/network error

14/04/2009

The goal of training is to find an
appropriate plant control u from

the desired response d. The weights
are adjusted based on the difference
between the outputs of the networks
I & II to minimise e. If network I is
trained so that y=d, thenu=u".
Networks act as inverse dynamics

identifiers.
128/148
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i Neural Networks for Control

Yd

— M

Figure 1: Direct Inverse Control using neural networks
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Figure 3: Training the neural network NN¢

P

Me
.

Figure 2: Model Reference Control using neural networks

L 4

Figures 1 and 3 Problems.

* Open-loop unstable models
» Disturbances

129/148




Lecture Notes on Neural Networks and Fuzzy Systems

Silvio Simani

Neural Model Reference Adaptive Control

.
M 2

—ﬁj)—‘ NN o G

Figure 2: Model Reference Control using neural networks

The signal e 1s used to train
or adapt online the weights
of the controller NN.. Two
are the approaches used to
design a MRAC control for
an unknown plant: Direct
and Indirect Control.

Direct Control: This procedure aims at designing a controller
without having a plant model. As the knowledge of the plant is
needed in order to train the neural network which corresponds to the
controller (I.e. NN), until present, no method has been proposed to

deal with this problem.

14/04/2009
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Neural Model Reference Adaptive Control

M

Indirect Control

.
—4?—— NNe

Figure 2: Model Reference Control using neural networks

M Yd +_: -y
s The signal e is used to § :

. c ) NN'I\-I —o—>( )
train or adapt online the ; : 1
weights of the neural r . y

> NN{ o—o> G —>
controller NN... g
'

Figure 4: Indirect MRAC
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i Indirect Control: NN,, & NN

—_— I M

Yd

T e w  E Em o Emwr wr w

’
’
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u

G

Figure 4: Indirect MRAC

14/04/2009

1 This approach uses

two neural
networks: one for
modelling the plant
dynamics  (NN,,),
and another one
trained to control the
real plant (G) so as
its behaviour is as
close as possible to
the reference model
(M) wvia the neural
controller (NN).
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ﬁ Indirect Control (1)

W ot g The neural network

— Ol NN, 1s tramned to

L approximate the plant

_HT + C G input/output relation

j using the signal e,,.

—'—" e G > L, | This 1s wusually done
2 offline, using a batch

of data gathered from

Figure 4: Indirect MRAC the plant 1mn open loop.

14/04/2009 133/148



Lecture Notes on Neural Networks and Fuzzy Systems Silvio Simani

Indirect Control (2)

v RN Once the model NN,, is

] e trained, it is used to train the

| network NN which will act

— ] as the controller. The model
_:”_—HO‘_" NN,, is used instead of the

]_ o e, real plant’s output because the
= w 4 ¢ "~ | real plant is unknown, so
A back-propagation algorithms

can not be used. In this way,

Figure 4: Indirect MRAC the control CITor Cc 1S

calculated as the difference

, , between the desired reference
Then, NNy, 1s fixed, its output and ) 1441 output y, and §, which

behaviou are known and easy t0  is the closed loop predicted

compute. output.
14/04/2009 134/148
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ﬁ Model Reference Control

Matlab and Simulink solution

Linear T t
Reference arge
Model
®
State K Next
e Controller Model State +
Demand Network Force Network U

\ Error

Neural controller, reference model, neural model
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« Matlab NNtool GUI (Graphical User Interface)

<! Network/Data Manager 10| =i
RESIRRRIESS fletmiorks: Cutputs:
U neteorkl outh
fEtwark 2 aut10
TEIFQETEZ Errars:
Y =1{a)
err10
Input Delay States: Layer Delay States:

—metworks and Data

Halp I NE'LI'I.I'DEItEI...I NEWHEMDFH...'

Import... I Export.. | WiEmw | Delete |

- M etarks I:II"I|'!."
Initialize_..l Simulate_..l Trath.. | Adant . |
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Control of a Robot Arm Example

Model Reference Controller

M Clock
- —
Random Reference - > Q
Angle
—»
Xi2v)
Plant Graph
(Robaot Arm)
Meural Metwork Model Reference Control of a Robot Arm ]
{Double click on the *?" for more infa) D“huemrgf‘f;'rc“

Simulink Help

To start and stop the simulation, use the “Start/Stop”
selection in the "Simulation” pull-down menu

14/04/2009 137/148
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Control of a Robot Arm Example

<} Model Reference Control
File Window Help

Wodel Reference Controller

! @ » Reference
Neural
Random Reference Network | Cantral

Controller |Signal [ Torqus ™

Ange

Plant
(Robot Arm)

Model Reference Control

Hetwork Architecture

Size of Hidden Layer 13 Mo, Delaped Reference Inputs 2 Neural Network Mods! Reference Control of a Robot Amn Couble ik
here for
Simulink Help
Mo. Delayed Contraller Outputs 1 T et e Smaion’ pub-doun g

[ Mo, Delaved Plant Outputs o

Training Data

M axirium Reference Walue 07 Contraller Training S amples G000
Mirirum Reference Yalue 07
. 1 +
u >

M axirurn Intereal Yalue [sec) lf Reference Model: Browse : —> % % '
Minirmurn Intereal Walue [sec) | 0 | robaotref Velocity Position
Generate Training Data | Irmpart Drata | Ewport Data |
Training Parameters Friction
Caontraller Training Epochs IT Cantraller Training Segrments IT 10°sin(u(1)) |e—
[+ Lze Current “weights [ Use Cumulative Training vy
Plant |dentification | rat Bl er | ] Cancel | ¥ 1) |

Perform plant identification before controller training.
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Control of a Robot Arm Example

<} Plant Identification
File ‘Window Help

Plant Identification

Metwork, Architecture

Size of Hidden Layer | 10 Mo. Delayed Plant Inputs 2
Sampling Inberval [zec) | 0.05 Mo, Delayed Plant Outputs 2

[ Marmalize Training Data

Training Data

Trairing 5armples W

Masirnum Plant Input [~ 15
Minirurn Plant Input IT

b a=imurn [nterval Yalue [zec) ﬁ

Minirmurn [ntereal Walue [sec) | 0

[ Lirnit Qutput 0ata

bl axirrn Plant Output a1
Firimurn Plant Output R

Simulink Plant Model: Browse

| robatarm

enerate Training Data | Irpart Data | Export Data |

! @ » Reference
Neural
m Reference Network

Wodel Reference Controller

Confrol
Controller |Signal [ Torqus ™

».| Plant Output

Plant
(Robot Arm)

Neural Network Model Reference Control of a Robot Arm
{Double click on the "?" for more info)
To start and stop the simulation, use the "Stari/Stop"
selection in the "Simulation” pull-down menu

Double click
here for

Simulink Help

Training Parameters

Training Epochs 300

Trairirg Function lm

v Lse Y alidation Data [+ Lze Testing Data
| | Cancel | |

[+ Lse Current Weights

Generate or import data before training the neural network plant.

14/04/2009

Plant ldentification:

Data generation from the
Reference Model for
Neural Network training
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Control of a Robot Arm Example

<} Plant Input-Outpui Data

Wodel Reference Controller

.| Reference
Plant Input - (e
15 T T T Random Reference Network | Cantral
Controller | Signal  f Torqu= ™ Angle
Jal il o | Plant Output
Plant

5 4 (Robot Arm)

0 1

sk ]

MNeural Network Model Referance Control of a Robot Arm
. {Double click on the “?" for more info} Double click
here for
Simulink Help
15 L L | 1 L L L 1 To start and stop the simulation, use the "Star/Stop"
a0 100 150 200 250 300 350 400 450 selection in the "Simulafion” pull-down menu
time (=)
Plant Output

4 T T T

3 i

2l

| | After Plant
| Identification:

| | 1 1 | | | 1
0 50 100 160 200 250 300 380 400 450

time (s)
Simulation concluded.
Acoept Data Risject Data Please Accepl or Reject Dala to continue.

Neural Network training
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Control of a Robot Arm Example

<} |Plant Identification

File Window Help

Wodel Reference Controller

.| Reference
>

Plant Identification m

Neural
. Random Reference Network | Cantral
Mebwork Architecture Contraler [Signal—f Torzue ™ 1 =

».| Plant Output

Size of Hidden Layer 10 Mo, Delayed Plant [nputs o P
Mao. Delaved Plant Outputs 2

|_ MHormalize Training Data Neural Netwark Model Reference Control of a Robot Arm

ontrol n
{Double click on the "?" for more info) Double click
here for

Simulink Help

T raiﬂiﬂg D ata To start and stop the simulation, use the "Stari/Stop”
selection in the "Simulation” pull-down menu

After Plant
| Identification:

Eraze Generated D ata | |mpart Data I Ewport Data

RRRRE
il

Training Parameters

Training E pochs 200 Training Function |4 inim =
[v Usze Current \Weights [v Use Walidation Data [v Usze Testing Data N eu ral N etwo rk trai n i ng

Train Metwork. I (o5 | Cancel I e [ |

Your raining data zet has 10000 zamples.
You can now train the network.
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| Control of a Robot Arm Example
B} -2 vatdarion dot for o Mot Reference Convol._ (B

File Edit Wiew Insert Taools Window Help

Input Plant Output Input Plant Output
20 20
1
10 2 3 1Dm 2
0 . o 0 a
-10 -10 |
2 || 2 ]
-20 ' ' : - -20 ' - : :
a 100 200 a 100 200 0 a0 100 0 50 100
w10t Error NN Qutput w10t Error NN Qutput
2 i 2
2 2
| 0
0 o 0
| -2 :
2 ] 2 ]
2 - - . . ] -4 . . . .
a 100 200 a 100 200 0 50 100 a 50 oo
time () time () | time (s) time ()

Training and Validation Data
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J_ Control of a Robot Arm Example

a <} Training with TRAINLM

S File Edit “iew Insert Tools Window Help
-0 Input Plant Output . Performance is 2.45086e-010, Goal is 0
1':' T T T T T
1a 2
=
o k]
0 0 -
[ir)
a
1a ~
- 5 c
x
20 - : : - <
0 Ll 100 0 all 100 =
o ‘
“+  Error NN Output =
5 % 10 § T —
u k)
=
2 @
fa]
=
=
0 0 £
-2 1|:|'m ] ] ] ] ] ]
2 . . . . 0 1 2 3 4 5 B 7
0 a0 100 0 50 100 Stop Training | 7 Epochs
time (=) time (=)

Testing Data and Training Results
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Control of a Robot Arm Example

<} Model Reference Control E@@

| File indow Help

Model Reference Control

Metwark, Architecture

Size of Hidden Layer 13 Mo. Delaved Reference [nputs 2

Wodel Reference Controller

Reference

h 4

Ma. Delayed Controller Qutputs 1 M
Neural

[ Mo. Delayed Plant Dutputs 2 Random Refarence pemmork

Confrol

Training Data

Signal

b aximurn Reference Yalue 07 Contraller Training S amples E000

Torque ™ 1

Ange

Plant
(Robot Arm)

s

Mikirmurn Beference Y alue a7 |DeFines howe marry daka points will be general

b aximum [nterval Walue [sec) 2 Feference Model: Browse

Mirirumn [nkereal Walue [sec) | 01 | robotref

Neural Network Model Reference Control of a Robot Arm
{Double click on the "?" for more info)

To start and stop the simulation, use the "Stari/Stop"
selection in the "Simulation” pull-down menu

Double click
here for
Simulink Help

Generate Training Data | Irmport Diata | Export Data |

Training Parameters

Contraller Trairing Epochs 10 Contraller Training Segments an

[v Uze Curnent ‘weights [ Use Curnulative Training
F'Iantldentificatiu:nnl [jrat [Eartral| e | ] Cancel I 1] I

Generate or import data before training the neural network controller.

Plant identification with a NN

Data Generation for NN Controller Identification

14/04/2009
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Control of a Robot Arm Example

<} Input-Output Data for NN Model Reference Control |:|@@
~ Reference Model Input
1
0.5
I:I B ferenc
I:I 5 a@lmn:a z;.-hhu;kh g‘r“ﬁm > i
».| Plant Output .
_1 1 1 1 1 1 Hoﬁéa:ﬂ;\mwj
] | 100 1560 200 250
tirne (s}
REfErE“[:E MudEI OUtput MNeural Network Model Reference Control of a Robot Arm
1 T T T {Double click on the "?” for more info) ;’EEEJEEZTD
0.5 '
ot
05+
_-1 1 1 1 1 1
0 a0 100 150 200 280
time (=)
Simulation concluded.
Accept Data | Refuze Data |

Pleaze Accept or Reject Data to continue.

Accept the Data Generated for
NN Controller Identification
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Control of a Robot Arm Example

<) Model Reference Control
File Window Help

Model Reference Control

Wodel Reference Controller

Metwark Architecture
Size of Hidden Layer | 13 Mo, Delayed Reference Inputs 2 . e e i
».| Plant Output e hrae
| Mo, Delaved Contraller Dutputs i o

| Mo, Delayed Plant Outputs 2

- . ral Network Model Reference Control of a Robot Arm
T ra|n|rlg D ata {Double click on the "?" for more info) Double click

here for

Simulink Help
o start and stop the simulation, use the "Stari/Stop"
selection in the "Simulation” pull-down menu

—

| o
| |

Eraze Generated Data | Import [ ata | E=port Data |

Training Parameters N N CO ntro l l er
Cantraller Training Epochs IT Cantraller Training Segments IT Tr ai n i n g

Iv Use Current ‘weights [ Use Cumulative Training

Plant |dentification | Train Contraller | Cancel | |

Your training data set has 6000 samples.
You can now train the network.
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Control of a Robot Arm Example

<} Training with TRAINBFGC bm : E E @
File Edit Wiew Insert Tools Window Help F
. Pedormance is 312467 e-005, Goal is 0
10 : : : : : : : Reference Model Input
[ 1
0.5
|:| L
0.5
3 -1 1 1 1 1 1
o a a0 100 150 200 240
= . timeﬁaj
= Reference Model Output {blue), Heural Network Output {green)
'I: 1 T T T T T
05 T ‘ -
J | Iy
05+ ' I
10° : : : ; : : : : : g 20 0 180 200 240
a 1 2 3 4 ) 5 7 g g 10 T (.
Stop Training | 10 Epochs

NN Controller Training and Results
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\ Control of a Robot Arm Example

XY Plot

Tracked Output

o f * Signals

04}

( | Reference and

06

08

X Axig

lllll

Simulation Final
Results

iere for
llllllllllll
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